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Abstract Unified modeling language (UML) is the

standard modeling language for object-oriented system

development. Despite its status as a standard, UML has a

fuzzy formal specification and a weak theoretical founda-

tion. Semiotics, the study of signs, provides a good

theoretical foundation for UML research because graphical

notations (or visual signs) of UML are subjected to the

principles of signs. In our research, we use semiotics to

study the effectiveness of graphical notations in UML. We

hypothesized that the use of iconic signs as UML graphical

notations leads to representation that is more accurately

interpreted and that arouses fewer connotations than the

use of symbolic signs. An open-ended survey was used to

test these hypotheses. The results support our propositions

that iconic UML graphical notations are more accurately

interpreted by subjects and that the number of connotations

is lower for iconic UML graphical notations than for

symbolic UML graphical notations. The results have both

theoretical and practical significance. This study illustrates

the usefulness of using semiotics as a theoretical under-

pinning in analyzing, evaluating, and comparing graphical

notations for modeling constructs. The results of this

research also suggest ways and means of enhancing the

graphical notations of UML modeling constructs.

Keywords Unified modeling language � Semiotics �
Modeling methods � Graphical notations �
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1 Introduction

Object-oriented modeling language is converging into a

single standard—the unified modeling language (UML).

This unification has prevented system analysts from

getting lost in the jungle of modeling methods. It has

also enabled the modeling community to focus its effort

on improving and enhancing one language. However,

there is still much work to be done in UML develop-

ment. UML, together with its foundation, object-oriented

design methodology, is constantly evolving. As we gain

more knowledge of the modeling process and understand

more about human cognition, we can continuously

improve the modeling language to enhance its clarity and

usefulness [37]. In this paper, UML is also used as an

example to demonstrate how the knowledge we gain

from semiotics can help in the evolution of modeling

language.

Some prior research on UML focused on adding

extended features to make UML more flexible and appli-

cable (e.g., see [1, 13, 17, 27, 34]). However, one of the

criticisms of UML is that it is large and complex, and this

can be daunting to novice users [12, 19, 41, 42, 57]. Adding

more features and constructs to UML may not be the best

way to improve the modeling language. Empirical analysis

and evaluation of modeling methods and languages will

help us identify ways to make the modeling process easier

and more end-user friendly [15, 25, 38, 39, 47–50, 52].

Semiotics is the study of signs. It is rooted in linguistics

and has been applied to a wide range of communication

forms such as advertising, television, cinema, and politics.

Information system modeling language, which extensively

uses visual signs (i.e., UML graphical notations) as basic

language constructs, is subjected to the principles of

semiotics—the study of signs. In this research, we use
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semiotics to help us analyze and evaluate UML graphical

notations, and to suggest ways to enhance the clarity of

UML graphical notations.

The rest of the paper is organized as follows: We

introduced prior research on modeling language and UML

complexity in the next section. Then we reviewed models

and principles in semiotics, which form the conceptual and

theoretical basis of our research. The remaining parts of the

paper are the research model, research method and proce-

dure, research results, and discussions. The final section

concludes the paper.

2 Literature review

Compared to other modeling methods and languages,

including entity-relationship modeling, Business process

engineering (BPR), flow charting, and state-driven lan-

guages, UML provides improved expressiveness and

holistic integrity [31], according to UML supporters. Pro-

ponents of UML (e.g., [7]) argue that it is more expressive

yet cleaner and more uniform than Booch, OMT, OOSE,

and other methods because it removes unnecessary differ-

ences in notations and terminologies that obscure the

underlying similarities of most of these methods. On the

other hand, studies have shown that UML is ambiguous,

inadequate, and cognitively misdirected [40, 43, 51].

As a communication tool for the stakeholders in soft-

ware development, including end-users, system designers,

and developers, a modeling language should be easy to use

and comprehend. A modeling language should be easy to

model (construction) and easy to understand (interpreta-

tion) [37, 46, 48]. The complexity of a modeling language

has significant practical implications [14].

One way of comparing modeling languages is to create

meta-models of the modeling languages [1, 53]. Meta-

modeling makes different constructs in modeling lan-

guages comparable to each other. Another approach is to

use structure matrices [35, 40]. Structure metrics provide

an objective measure of modeling language complexity

[44]. Another stream of research argues that modeling and

model interpretation are mental processes. The explana-

tion of these processes may require the use of psychology

and cognitive theories (e.g., see [6, 37, 45]). GOMS is a

cognitive theory that describes the procedures required for

accomplishing a general set of tasks in standard state-

ments. GOMS was used to analyze the complexity of

UML modeling and interpreting tasks [48]. Further, the

level of complexity of a modeling language is based on

the perception of the stakeholders. Empirical researches

on UML complexity include users’ views of UML nota-

tional elements [37] and users’ views of practical

complexity versus theoretical complexity of UML [14].

Table 1 summarizes some of the existing work in the

area.

Wand and Weber [58] introduced the ontology defined

by Bunge into information modeling. The resulting

framework is referred to as BWW ontology. According to

the BWW ontology, information modeling method con-

struct must have a counterpart in the real world. Construct

excess (when the construct of modeling method does not

have a real world counterpart) or construct deficiency

(when no modeling construct exists for a corresponding

real world object) are two situations that a good modeling

method must avoid. However, the real world is so complex

that a modeling method may not be able to model it exactly

while still being reasonably wieldy. Further, a model

should be a simplification of reality. Thus, an important

design issue of a modeling method is to determine the

appropriate level of real world complexity to capture. In

other words, the modeling constructs of a modeling method

determine the level of abstraction that can be captured by

the modeling method. For a given modeling method, the

modeler can further determine the level of abstraction she/

he wishes to capture of the real world.

In most cases, the reason a modeling method becomes

very complicated is it tries to incorporate as many con-

structs as possible so that it can model the domain

complexity well. In doing so, the complexity of the real

world will make a modeling method complex. Modeling

method developers face a dilemma between expressive

power and simplicity because simplified modeling methods

are at risk of failing to model the complex real world due to

insufficient constructs. To compensate for that, simplified

modeling method tends to assign many denotations to one

single construct (construct overloading). This creates

problems for users to accurately interpret the modeling

construct as the construct can mean a number of things in

the real world. On the other hand, a complex modeling

method with corresponding number of constructs to the

real world, as recommended by the BWW ontology [58,

59], is able to model the real world accurately. However, it

will inevitably need to sacrifice simplicity to include many

modeling elements and notational constructs in the mod-

eling method. The resulting modeling method can become

extremely complex and unwieldy. Complexity is a known

issue with UML even though UML may not have all the

corresponding real world constructs. The excessive number

of constructs is one of the reasons for UML’s structural

complexity, as revealed by the metrics analysis of UML

conducted by Siau and Cao [40] and cognitive analysis

done by Siau and Loo [43].

Prior research on UML and modeling method com-

plexity only revealed the facts of complexity. They seldom

explained why certain methods or constructs are more

complex to users. They also did not provide constructive
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suggestions to reduce complexity while preserving the

expressive power of a modeling construct.

Instead of focusing on identifying modeling constructs

and their real world counterparts and vice versa, we

examined the modeling constructs and their visual repre-

sentations, i.e., the graphical notations of the modeling

constructs, in this research. The objective is to create UML

graphical notations that are:

• Intuitive: making them easier to understand, memorize,

and use, thus relieving cognitive overload and allowing

the modeler and interpreter to allocate more cognitive

resources to the model itself rather than to recalling and

memorizing graphical notations;

• Unambiguous: so that one graphical notation means the

same modeling construct to different users.

The knowledge we gain from the study of signs can help

us achieve these goals. Semiotics can not only explain why

certain constructs are more complex than others and what

kind of visual signs are more intuitive, but it can also tell us

how to improve the graphical notations. In addition, pre-

vious research in modeling methods is typically weak in

theoretical underpinning and foundations. Semiotics pro-

vides a solid theoretical foundation for modeling method

research.

3 Theoretical foundation: semiotics

Semiotics is the study of signs or the general theory of

representation [28, 30]. It concerns the properties of things

in their capacity as signs. Signs take the form of words,

images, sounds, odors, flavors, acts or objects. Semiotics,

rather than being considered as an independent academic

discipline, represents a range of studies in art, literature,

anthropology, and mass media.

Use of semiotics in IT is not a new phenomenon. Human

computer interaction (HCI) has vigorously applied princi-

ples of semiotics for decades [2, 5, 10]. Semiotics in HCI

mainly focuses on analyzing the visual signs. For example,

icons in GUI design utilize the semiotics approach. Nadin

pointed out that HCI is semiotics applied: ‘‘If there is a

science of interface (computing interface or any other

kind), then this science is semiotics’’ [29]. Other areas that

Table 1 Studies on complexity of modeling methods

Research Question Method Proposition/results

Song and Osterweil [53] Create a meta-model to

objectively and

systematically measure

modeling methods

Meta-model Meta-model (base framework) was constructed by

abstracting the function framework and type

framework of the many different modeling

methods. The meta-model was applied to evaluate

a number of system design methods

Alemán and Álvarez [1] Create a meta-model for UML Meta-model A meta-model of UML was proposed to seamlessly

formalize the UML semantics

Rossi and Brinkkemper

[35]

Develop metrics to measure

and compare different

system development

methods and techniques

Structure metrics A series of metrics was created to measure a

modeling method based on OPRR (Object,

Property, Relationship, Role). The metrics was

applied to compare different modeling methods

Siau and Cao [40] Apply Rossi and

Brinkkemper’s metrics in

UML evaluation

Structure metrics Compared with other OO techniques, the nine UML

diagrams are not distinctly more complex when

taken individually. But when taken as a whole,

UML is more complex than other OO methods

Siau and Tian [48, 49] Evaluate the complexity of

UML modeling task and

interpreting task using

GOMS analysis

Cognitive (GOMS model) The nine UML diagrams are on different level of

complexity for modeling and interpreting tasks.

Class diagram, which involves lots of mental

operators, is the most complex diagram. The fact

that some diagrams have many same or similar

task/subtask alleviates the complexity of UML

Shen and Siau [36] Evaluate user’s view of

problems, difficulties and

concerns in drawing and

interpreting UML notational

elements

Empirical (Concept

mapping)

Ontological discrepancies exist in UML notational

elements. For example, minute differences in the

drawing of lines (solid versus dotted) and

arrowheads (filled versus stick) can mean

different constructs

Erickson and Siau [14] Define and measure the

theoretical and practical

complexity of UML

Empirical (Delphi) With the UML kernel restricted to four diagrams

(Class, Use Case, Sequence, and Statechart

diagrams), the practical complexity of UML

decreased significantly when compared to the

overall theoretical complexity of UML
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researchers applied semiotics include semiotics framework

of information evolution [11, 20], and semiotics framework

of information system classification and development [4].

Some researchers focused on the social dimension of

semiotics and its role in information system development,

as demonstrated in the ontology chart proposed by Stamper

et al. [55] for user requirements acquisition and semiotic

analysis applied in identifying communicating roles in

agent-based information system modeling [3]. Organiza-

tional semiotics [21, 23, 24] was introduced to represent

the schools of thoughts that understand business organi-

zations as ‘‘systems where signs are created, transmitted,

and consumed for business purpose’’ [22] (p. 40). As

Stamper [55] (p. 350) pointed out, ‘‘Business is getting

things done by using information. All information is ‘car-

ried’ by signs…’’. Depending on their focus, researchers in

organizational semiotics use different approaches such as

the system-oriented approach, behavior-oriented approach,

and knowledge-oriented approach. Among them were

Mehler and Clarke [26] who used the system-oriented

approach to analyze the effectiveness of hypertext. In spite

of the efficacy in applying semiotics to information mod-

eling and organizational contexts, there is no prior

application of semiotics in modeling language evaluation.

We believe that modeling language is subjected to the

general principles of knowledge of signs (i.e., semiotics)

and semiotics can contribute much to systems analysis and

design research.

3.1 Two models

There are two dominant models of what constitutes a sign

in semiotics.

(1) Saussure’s dyadic model:

• The ‘signifier’: the form which the sign takes;

• The ‘signified’: the concept which the sign represents.

The relationship between the signifier and the signified

is ‘signification’. Following this dyadic model of semiotics,

the relationship between the signified and signifier is not

directly made, but rather is formed through the process of

‘‘sense making’’ or ‘‘interpretation’’. It is only through the

process of ‘‘sense making’’ that the relationship between

signs and its representation can be established. This is what

the triadic semiotics model tried to reveal later.

(2) Peirce’s triadic model:

• The Representamen: the form which the sign takes (not

necessarily material);

• The Interpretant: not an interpreter but rather the sense

made of the sign;

• The Object: the thing to which the sign refers.

For example, a rectangle with a name in UML repre-

sents a class. The rectangle itself is a ‘‘signifier’’ or

‘‘representamen’’ and the construct of class that it repre-

sents is the ‘‘signified’’ or ‘‘object’’. The ‘‘Interpretant’’

states that the rectangle only represents a class when the

interpreter understands it to be a ‘‘class’’ in his/her eyes.

Variants of Peirce’s triad are often presented as ‘the

semiotic triangle’. Figure 1 shows a frequently referenced

version, which changes only the unfamiliar Peircean terms

[8]. Note that the link between ‘‘sign vehicle’’ and ‘‘ref-

erent’’ is a dotted line whereas the links between ‘‘sign

vehicle’’ and ‘‘sense’’, and between ‘‘sense’’ and ‘‘referent’’

are solid lines. This indicates that the relationship between

‘‘sign vehicle’’ and its ‘‘referent’’ can only be established

through the process of ‘‘sense making’’.

In the case of our research on modeling methods, our

goal is to make graphical notations (sign vehicles) of a

modeling method effectively and accurately represent the

referent in the eyes of the interpreter.

3.2 Modes of signs

Most semiotics researchers stressed that signs differ in how

arbitrary/conventional (or in contrast, ‘‘transparent’’) they

are, or how close the relationship between the signifier and

the signified is. There are three modes of signs [8]:

• Symbol/symbolic: a mode in which the signifier does

not resemble the signified but which is fundamentally

arbitrary or purely conventional—so that the relation-

ship must be learnt: e.g., language in general, traffic

lights, etc.

• Icon/iconic: a mode in which the signifier is perceived

as resembling or imitating the signified (recognizable

look, sound, feel, taste or smell) or being similar by

possessing some of its qualities: e.g., a portrait, a

cartoon, etc.

• Index/indexical: a mode in which the signifier is not

arbitrary but is directly connected in some way, either

physically or causally to the signified. This link can be

Sense

 Sign vehicle     Referent

SIGN

Fig. 1 Peire’s semiotic triad model
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observed or inferred: e.g., ‘‘natural signs’’ such as

smoke or thunder, and personal ‘‘trademarks’’ such as

handwriting. Indexes lie between symbols and icons.

These categories are not mutually exclusive. The clas-

sification is more of a continuum between extreme iconic

and extreme symbolic. In addition, a sign could very well

fall into all three categories at the same time. For example,

a part of the sign could be symbolic while the other part

could be iconic or indexical. A good example of this is in

Chinese characters. One major category of Chinese char-

acters is called ‘‘shape and sound.’’ Half of the character is

iconic, which means it looks like the thing (referent) it

represents, while the other half of the character is symbolic,

which means that it has no meaningful relationship to the

referent but arbitrarily symbolizes the pronunciation of the

character.

The three modes of signs are different in how arbitrary/

conventional (or by contrast ‘transparent’) they are. Con-

vention is the social dimension of signs. It is the agreement

amongst the users about the appropriate uses of and

responses to a sign [16]. As Chandler [8] pointed out:

‘‘The terms ‘motivation’ (from Saussure) and ‘con-

straint’ are sometimes used to describe the extent to

which the signified determines the signifier. The more

a signifier is constrained by the signified, the more

‘motivated’ the sign is: iconic signs are highly

motivated; symbolic signs are unmotivated. The less

motivated the sign, the more learning of an agreed

convention is required’’.

Obviously, the less arbitrary the sign, the more con-

strained the signifier is by the signified. For example, a

picture is constrained by the objective inside the picture

because the picture must resemble the objective it repre-

sents. Thus, less convention is involved in the sign. When

we say a sign is conventional, we mean that it is arbitrary

because many conventions are involved in the sign and one

needs to learn those conventions to understand the sign. An

example is a word in a foreign language. The use of the

term ‘‘degree’’ of signifier constrained by the signified

indicates that the classification of symbolic, indexical, and

iconic signs is not clear-cut. The degree of convention

involved in a sign and the level of a sign’s motivation are

continuous rather than discrete.

In a system analysis and design method, a construct’s

graphical notation that is highly motivated involves less

convention, is less arbitrary, and demands less of the

interpreter’s learning effort. An analysis of a modeling

method’s graphical notation can help to determine the ease

of use of the modeling method. In this research, we focused

on the iconic and symbolic graphical notations of UML as

indexical graphical notations lie between these two ends.

3.3 Denotation versus connotation

Due to the importance of ‘‘sense making’’ in the triadic

model, the understanding of denotation and connotations of

a sign is emphasized in semiotics. Denotation is the defi-

nitional, literal or obvious meaning of a sign. Connotations

are any other meanings associated with the sign or the

socio-cultural and personal associations (ideological,

emotional, etc.) of the sign. These are typically related to

the interpreter’s class, age, gender, ethnicity, etc. The

phrases ‘‘IRA terrorists’’ and ‘‘IRA freedom fighters’’

denote the same people, but they connote quite different

meanings.

Condon et al. [9] studied the connotations of the ‘‘Save

as…’’ command in Microsoft Word and found variations of

connotations and inconsistent denotations of the term.

Similar research can be done on modeling methods by

studying the connotations and denotations of graphical

notations of a modeling method. For example, UML

graphical notations with too many connotations may not be

good notations as that can be focusing to users. Similarly, if

end-users tend to inconsistently denote one UML notation,

that UML notation may be problematic. In other words, a

good graphical notation should enable consistent and

accurate denotations, and arouse few connotations.

4 Research model

Unified modeling language is a modeling language using

graphical notations as signs. The dyadic (2 factors) and

triadic (3 factors) models of UML graphical notations are

shown in Figs. 2 and 3.

UML 
constructs
(Signified)

UML 
graphical
notations
(Signifier)

Fig. 2 Diatic model of UML graphical notations

User understanding 
of UML graphical 

notations

(Sense)

UML graphical 
notations

(Sign vehicle) 

UML 
constructs
(Referent)

Fig. 3 Triadic model of UML graphical notations
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As mentioned before, the three modes of signs differ in

how close the relationship between the signifier and the

signified is, or how the signifier is constrained by the sig-

nified, i.e., they differ in how arbitrary/conventional they

are. It is hard for a user to learn and understand an arbi-

trary/conventional graphical notation because it involves

more agreed conventions.

As Chandler [8] pointed out, purely symbolic signs are

unmotivated. Symbolic signs combined with some iconic

features are more motivated. The less motivated the sign is,

the more learning of an agreed convention it requires.

Iconic and indexical signs, especially the iconic signs, are

more motivated and therefore are easier to recognize and

learn, thus leading to more accurate representations. As

discussed earlier, denotation is the definitional meaning of

a sign, whereas connotation means any other meanings

associated with the sign. We can use the user’s interpre-

tation of the denotation and connotation of the sign

(specifically, UML graphical notations) to study how

accurately, the sign represents the referent. UML graphical

notations that are more motivated will demand less learn-

ing effort and represent the referent more accurately.

Consequently, we hypothesized the following:

1. The denotation of iconic UML graphical notations will

be more consistent with the signs’ referent than

symbolic UML graphical notations.

2. The number of connotations connected to iconic UML

graphical notations will be less than symbolic graph-

ical notations.

5 Research method and procedure

An open-ended questionnaire in the form of a table was

used to solicit users’ views of the denotations and conno-

tations of UML graphical notations. Both symbolic and

iconic graphical notations were used.

5.1 Classification of UML notations

To create the questionnaire, the first step was to select

appropriate notations that represent symbolic signs and

iconic signs. According to OMG [31], UML contains four

types of graphical constructs: icons, two-dimensional

symbols, paths, and strings. Although UML specification

uses the words ‘‘icons’’ and ‘‘symbols’’, these terms are not

rigorously defined as they are in the context of semiotics

because they are used casually and interchangeably in the

UML specification. As discussed earlier, no matter how

iconic a sign is, some levels of conventions are always

involved. In UML, a graphical notation may never be

purely iconic. The classification of UML notation in terms

of mode of sign may be difficult and subjective. The

example of mode analysis given by Underwood [56] pro-

vided us a good qualitative analysis method to classify

UML notations into appropriate type of signs. Peirce’s

second trichotomy, ‘‘What is the relation between the Sign

and its Object?’’, is another useful method. The frequencies

of different UML notations actually used by practitioners

vary widely [15]. It would be less meaningful if the nota-

tions we chose for this study were seldom used in practice.

Therefore, some frequently and commonly used UML

graphical notations are selected.

5.2 Eliciting denotations and connotations

Denotation, by definition, is the designed referent of UML

sign. In this research, we study the denotations and con-

notations of some common UML graphical notations. One

issue is the elicitation of denotations and connotations.

Osgood et al. [32] proposed a technique called the semantic

differential for the systematic mapping of connotations (or

‘‘affective meanings’’). The technique involves a pencil-

and-paper test in which people are asked to give their

impressionistic responses to a particular object, state or

event by indicating specific positions in relation to at least

nine pairs of bipolar adjectives on a scale of one to seven.

Condon et al. [9] used a short ‘‘what for’’ interview on

users to uncover the denotations and connotations of the

sign for the ‘‘save as…’’ command. The researchers con-

tinuously ask ‘‘what for’’ until the answers formed a closed

loop or the interviewee felt that the questions were unan-

swerable. A content analysis technique is then used to

break down the responses into separate significations.

However, Condon et al. [9] pointed out that on-the-spot

interview method faces two problems: (1) the interviewee

may have difficulty coming up with the right word, or (2)

have difficulty coming up with the right word at the exact

moment. To solve these problems, we chose to use an

open-ended question survey to elicit connotations.

According to Galloway [18], the advantages of open-ended

questions include greater freedom of expression, no bias

due to limited response ranges, and respondents’ ability to

qualify their answers.

5.3 Research design and procedure

The UML notations were classified into two groups: one

group being more iconic, and the other being more sym-

bolic. For each notation, subjects were asked, in the first

column, to write down the UML constructs they thought

the notations should represent based on what they have

learned (denotations). In the second column, they were

asked to write down what the notations could represent

according to how they feel (connotations).

20 Requirements Eng (2009) 14:15–26
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The participants of the research were graduate students

majoring in management information systems, computer

science or software engineering. Subjects were also

required to have taken a course on UML, and to have

experience working with UML.

After the data were collected, a content analysis tech-

nique was used to break the responses down into separate

connotations. The total number of connotations for each

UML graphical notations was summarized. Analysis was

done to see whether there is a difference in accurate rep-

resentation (denotation) between the symbolic and the

iconic UML graphical notations, and whether the level of

connotation is contingent on the two types of UML nota-

tions. We used content analysis rather than statistics test

because of the limited number of UML notations available

for our study. For our study, we had to choose only those

UML graphical notations on the two extreme points of the

iconic versus symbolic continuum, and these UML con-

structs should be commonly used.

In the second part of the research, we invited subjects to

create some new graphical notations to ‘‘better represent’’

certain UML constructs.

6 Research results

In our study, we chose eight symbolic UML graphical

notations and eight iconic UML graphical notations. We

selected 20 college students who were familiar with UML

to participate in the study. Participants were neither

allowed to use reference books nor discuss their answers

before submitting the questionnaires. The scores of the

participants on each of the 16 UML graphical notations

were averaged to remove individual differences. An

example of iconic UML graphical notation would be the

stick-man representing an actor. An example of symbolic

UML graphical notation will be a rectangle representing a

class or object. Tables 2 and 3 depict the eight symbolic

UML graphical notations and the eight iconic UML

graphical notations.

As can be seen from Tables 2 and 3, for denotations,

iconic graphical notations have an average of 51.25%

correct interpretations compared to 42.5% for symbolic

graphical notations. When the worst (based on the number

of correct interpretations) symbolic graphical notation and

the worst iconic graphical notations are excluded from the

computation, the iconic graphical notations have an aver-

age of 55.71% of correct interpretations compared to

47.14% for symbolic graphical notations. As such, the

results support our first hypothesis, which states that the

denotation of iconic UML graphical notations will be more

consistent with the signs’ referent than symbolic UML

graphical notations.

From Tables 2 and 3, the results show that the number

of connotations is lower for iconic than symbolic UML

graphical notations (i.e., 2.88 vs. 4.88). When the worst

symbolic and iconic graphical notations are excluded

from the computation, the number of connotations is 2.71

for iconic graphical notations and 5.14 for symbolic

graphical notations. The most iconic UML graphical

notation, the stick man, had almost no connotations. The

results support our second hypothesis, which states that

the number of connotations connected to iconic UML

graphical notations is less than symbolic UML graphical

notations. The low number of connotations for iconic

UML graphical notations is probably a main reason for

the higher accuracy in interpreting iconic UML graphical

notations.

The second part of the study invited subjects to create

new graphical notations that they thought could better

represent UML constructs. We found the results very

revealing and encouraging. The alternatives provided by

the subjects made the graphical notations either more

iconic or more distinct compared to other similar nota-

tions. Some examples of these suggested notations are

presented in the Table 4. The examples show that we do

not necessarily have to add too much visual details to a

notation to make it more iconic. Although some proposed

notations only slightly modified the original graphical

notations, they showed that it was not difficult to enhance

current UML notations to increase the signs’ representa-

tion without too much visual clutter. The suggested new

notations are not very visually cluttered, but they are

more representative of their corresponding constructs, or

in other words, closer to iconic signs. These propositions

are very helpful for future UML versions and new mod-

eling methods development.

7 Discussions

Our results show that iconic graphical notations are more

accurately interpreted and invoke fewer connotations. The

lower number of connotations restricts the number of

possible interpretations and helps to prevent misinterpre-

tation. Thus, one way to make UML easier for users is to

use more iconic graphical notations. The second part of our

study shows that this can be done quite easily. Adding just

a small bar or a little square, or just slightly changing the

shape could make a big difference. This can be seen from

the alternative UML graphical notations created in our

study (see Table 4). Admittedly, visual clutter may be a

problem if signs are too iconic. However, as we discussed

above, the classifications of signs are on a continuum. We

are not proposing to include pictures into UML or use rich

pictures as suggested by Peter Checkland in the Soft
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Systems Methodology. It is possible to make the signs

more intuitive while avoiding visual clutter.

In addition to the above two propositions, we observed

two interesting results. First, from the content analysis,

we found that expert UML users had better performance

on interpretation of symbolic UML graphical notations

than novice users. Although interesting, the result is not

surprising. Conventions are in hierarchical layers and they

can be learned by sign users. Modeling method notations

that involve existing layers of convention are not neces-

sarily harder to interpret for expert users. For example,

certain graphical notations always represent the same

modeling construct in the field, e.g., a line drawn between

two graphical notations usually means that there is a

relationship or an association between the two graphical

notations. Another example in UML is the use of string.

The string involves human language conventions, which

are purely arbitrary but are part of existing conventions

that have already been learned. Also, according to cog-

nitive theory, expert users automate their learned

knowledge while they perform information processing

tasks and, therefore, tend to have better performance than

novices [37]. A UML graphical notation will be more

frequently used by an expert than a novice. Thus, experts

in UML performed better in interpreting symbolic

graphical notations than novices simply because they have

used the symbolic graphical notations more often. One

subject who had used UML intensively performed the

best in interpreting both symbolic and iconic notations.

Interestingly, he accepted the symbolic notations so well

Table 2 Research results for iconic graphical notations

UML graphical notation Type of graphical notation Denotations (percentage

of subjects who provided

correct answers) (%)

Number of connotations

Node: Iconic 40 5

Component: Iconic 40 5

Fork: Iconic 50 2

Join: Iconic 60 2

Composite state:

Note: refer to the whole shaded area

Iconic 20 4

Swim lane:

Note: refer to the whole shaded area

Iconic 40 2

Note: Iconic 70 2

Actor: Iconic 90 1

Average Iconic 51.25 2.88

Average (best 7 notations) Iconic 55.71 2.71
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that he refused to create any alternative notations in Part

II of the questionnaire by commenting ‘‘These graphics

make sense to me as they are…’’.

Second, the study reveals that the number of correct

denotations given by the subjects for symbolic signs is not

lower than the numbers of correct denotations for iconic

sign if the symbolic signs are within the UML kernel or

core (see [14]). Typically, the kernel of a modeling lan-

guage consists of 20% of the modeling constructs that are

used 80% of the time. Thus, the UML kernel is the core

part of UML language, that part that is used to model 80%

percent of the common problems. After three rounds of

Delphi study [14], participants identified the most impor-

tant diagrams in UML as class, use case, sequence, and

statechart diagrams. In addition, at least 90% of the experts

in the Delphi study agreed that those four diagrams should

comprise the UML kernel. Thus, those symbolic UML

graphical notations that are part of the UML kernel are

interpreted more accurately and are not necessarily worse

off than iconic UML graphical notations. For example, the

graphical notation for class, a symbolic sign, is interpreted

correctly 80% of the time. That is only worst than the most

iconic UML graphical notation, the stick-man for actor.

This can be explained by the fact that kernel or core

notations, such as class, association, and state, are used

more frequently by the subjects. Therefore, they are very

familiar to UML users and are recalled more accurately.

These two observations point out that the degree of

usage of a sign has an impact on its interpretation. An

UML graphical notation can be used more because the user

is an expert in UML, and has learned and used the UML

graphical notation more extensively. An UML graphical

notation can also be used more because it is part of the

UML kernel or core.

8 Conclusions

Information system modeling languages, which extensively

use visual signs (e.g., UML graphical notations) as basic

language constructs, are subjected to the principles of

semiotics. Evaluation of modeling language complexity

Table 3 Research results for symbolic graphical notations

UML graphical notation Type of graphical notation Denotations (percentage

of subjects who provided

correct answers) (%)

Number of connotations

Class/object: Symbolic 80 8

Aggregation: Symbolic 40 7

State: Symbolic 40 4

Interface: Symbolic 10 3

Association/link: Symbolic 60 3

Dependency: Symbolic 50 7

Message and stimulus: Symbolic 30 3

Generalization: Symbolic 30 4

Average Symbolic 42.5 4.88

Average (best 7 notations) Symbolic 47.14 5.14
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from the semiotics perspective can help us explain why

certain modeling languages seem more complex to users. It

can also help us identify ways to make the language easier

to use and more intuitive; thus, facilitating learning and

improving interpretation.

This research on UML graphical notations illustrates

that semiotic concepts and frameworks can help in the

evaluation and design of modeling languages. The research

results support our hypotheses that the number of conno-

tations is lower for iconic UML graphical notations when

compared to symbolic UML graphical notations. However,

the number of correct denotations given by the subjects for

symbolic UML graphical notations is not necessarily lower

than those for iconic UML graphical notations if the

symbolic UML graphical notations belong to UML con-

structs that are within the UML kernel or core. The results

also showed that expert users have more accurate inter-

pretation of symbolic graphical notations. The research

indicates that there are many factors we need to consider in

designing and selecting graphical notations for modeling

constructs, such as a sign’s effectiveness (symbolic vs.

iconic), the users level of experience (expert vs. novice),

and the usage of the notations (kernel vs. non-kernel).

The findings of this research have important academic

and practical implications. The study reveals the problems

of current UML graphical notations and proposes some

new graphical notations that are more intuitive and easier

to learn and interpret. Academics and researchers can

further explore the use of semiotics in guiding the devel-

opment of modeling languages. Practitioners can make use

of our results in the design and development of CASE tools

to support systems analysis and design activities.

Our study has its fair share of limitations. The number of

subjects in our study is small (i.e., 20 subjects). Future

research can replicate this study using larger sample size

and using different constructs from other modeling meth-

ods and languages. Also, the research used students as

subjects. Most students did not have extensive industrial

modeling experience. Practitioners’ views of the UML

graphical notations complexity may differ from that of

students. Expert users automate the complex notations and

are able to allocate more cognitive resources on actual

modeling tasks. Students, nevertheless, are good surrogates

for modeling professionals. Some of the subjects in our

study were working professionals and had used UML for a

number of years. Moreover, if we can revise UML

graphical notations according to the principles of semiotics,

we believe that even expert UML users can achieve better

performance than they do with the current version of UML

graphical notations.

Table 4 Examples of suggested new UML graphical notations

Current UML notations Suggested new notations Descriptions

Message and stimulus: The first one imitates paper scroll to represent the

physical characteristic of a message. The second

one uses lightning bolt to represent the stimulus

Fork: The directions of the lines better represent the idea

of ‘‘separation’’

Join: The directions of the lines better represent the idea

of ‘‘combination’’

Association/link: Adding a thin rectangle formed by two triangle

blocks to represent the idea of association and

better differentiate it from other notations that

involve lines

State: This shape better represents the dynamic nature of a

state and also differentiates the construct from

other constructs such as class, object etc.
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gen, Seiten, pp 68–69

27. Meziane F, Athanasakis N, Ananiadou S (2008) Generating

natural language specifications from UML class diagrams. Requir

Eng 13(1):1–18. doi:10.1007/s00766-007-0054-0

28. Morris C (1946) Signs. Language and behavior. Prentice-Hall,

New York

29. Nadin M (1981) The integrating function of the sign in Peirce’s

semiotic. In: Ketner KL, Ransdell JM, Eisele C, Fisch M,

Hardwick C (eds) Proceedings of the C.S. Peirce Bicentennial

International Congress, vol 23. pp 363–366

30. Nadin M (1997) Signs and system, in signs and systems. A

semiotic introduction to systems design. Cambridge University

Press, Cambridge

31. OMG (2003) OMG unified modeling language specification.

Object Management Group, Version 1.5

32. Osgood C, George J, Percy H (1957) The measurement of

meaning. University of Illinois Press, Urbana

33. Peirce C (1931) Collected writings (8 vols). In: Hartshorne C et al

(eds) Harvard University Press, Cambridge, p 58

34. Reinhartz-Berger I, Sturm A (2008) Enhancing UML models: a

domain analysis approach. J Database Manage 19(1):74–94

35. Rossi M, Brinkkemper S (1996) Complexity metrics for systems

development methods and techniques. Inf Syst 21(2):209–227

36. Shen Z, Siau K (2003) An empirical evaluation of UML nota-

tional elements using a concept mapping approach. In: Paper

presented at the 2003 International Conference of Information

System (ICIS 2003)

37. Siau K (1999) Information modeling and method engineering: a

psychological perspective. J Database Manage 10(4):44–50

38. Siau K (2004) Informational and computational equivalence in

comparing information modeling methods. J Database Manage

15(1):73–86

39. Siau K (2007) The future of information systems engineering.

Requir Eng 12(4):199–202. doi:10.1007/s00766-007-0059-8

40. Siau K, Cao Q (2001) Unified modeling language—a complexity

analysis. J Database Manage 12(1):26–34

41. Siau K, Erickson J, Lee L (2005) Theoretical versus practical

complexity: the case of UML. J Database Manage 16(3):40–57

42. Siau K, Lee L (2004) Are use case and class diagrams comple-

mentary in requirements analysis?—an experimental study on use

case and class diagrams in UML. Requir Eng 9(4):229–237. doi:

10.1007/s00766-004-0203-7

43. Siau K, Loo P (2006) Identifying difficulties in learning UML. Inf

Syst Manage 23(3):43–51

44. Siau K, Rossi M (2009) Systems analysis and design: evaluation

techniques for conceptual and data modeling methods. Inf Syst J

45. Siau K, Tan X (2005) Improving the quality of conceptual

modeling using cognitive mapping techniques. Data Knowl Eng

55(3):343–365. doi:10.1016/j.datak.2004.12.006

46. Siau K, Tan X (2006) Using cognitive mapping techniques to

supplement UML and UP in information requirements determi-

nation. J Comput Inf Syst 46(5):59–66

47. Siau K, Tan X (2008) Use of cognitive mapping techniques in

information systems development. J Comput Inf Syst 48:49–57

Requirements Eng (2009) 14:15–26 25

123

http://dx.doi.org/10.1016/S0167-9236(98)00088-8
http://dx.doi.org/10.1007/s00766-006-0040-y
http://dx.doi.org/10.1007/s00766-006-0040-y
http://www.aber.ac.uk/media/Documents/S4B/semiotic.html
http://dx.doi.org/10.1080/01449290310001637415
http://dx.doi.org/10.1080/01449290310001637415
http://dx.doi.org/10.1207/S15327000EM0403-07
http://dx.doi.org/10.1145/1278201.1278205
http://dx.doi.org/10.1145/1278201.1278205
http://www.tardis.ed.ac.uk/~kate/qmcweb/qcont.htm
http://dx.doi.org/10.1007/s00766-007-0054-0
http://dx.doi.org/10.1007/s00766-007-0059-8
http://dx.doi.org/10.1007/s00766-004-0203-7
http://dx.doi.org/10.1016/j.datak.2004.12.006


48. Siau K, Tian Y (2001) The complexity of unified modeling lan-

guage—a GOMS analysis. Paper presented at the 2001

International Conference of Information System (ICIS 2001)

49. Siau K, Tian Y (2002) Analyzing unified modeling language

using GOMS. Paper presented at the 12th Workshop on Infor-

mation Technology and Systems. Barcelona, Spain

50. Siau K, Wang Y (2007) Cognitive evaluation of information

modeling methods. Inf Softw Technol 49(5):455–474. doi:

10.1016/j.infsof.2006.07.001

51. Simons H, Graham I (1999) 30 Things that go wrong in object

modelling with UML 1.3. In: Kilov H et al (eds) Precise

behavioral specification of businesses and systems. Kluwer,

Dordrecht

52. Smolander K, Rossi M (2008) Conflicts, compromises, and

political decisions: methodological challenges of enterprise-wide

E-business architecture creation. J Database Manage 19(1):19–40

53. Song X, Osterweil L (1992) Toward objective, systematic design-

method comparisons. IEEE Softw 9(3):43–53. doi:10.1109/52.

136166

54. Stamper R (1996) Signs, norms, and information systems. In:

Holmqvist B et al (eds) Signs at work. Walter De Gruyter, Berlin

55. Stamper R, Liu K, Hafkamp M, Ades Y (2000) Understanding the

roles of signs and norms in organizations—a semiotic approach to

information system design. Behav Inf Technol 19(1):15–27. doi:

10.1080/014492900118768

56. Underwood M (2003) Introductory models and basic concepts:

semiotics. Available on line at http://www.cultsock.ndirect.co.

uk/MUHome/cshtml/semiomean/semio1.html

57. VanderMeer D, Dutta K (2009) Applying learner-centered design

principles to UML sequence diagrams. J Database Manage

20(1):25–47

58. Wand Y, Weber R (1993) On the ontological expressiveness of

information systems analysis and design grammars. J Inf Syst

3(4):217–237

59. Zhang H, Kishore R, Ramesh R (2007) Semantics of the MibML

conceptual modeling grammar: an ontological analysis using the

Bunge-Wang-Weber framework. J Database Manage 18(1):1–19

26 Requirements Eng (2009) 14:15–26

123

http://dx.doi.org/10.1016/j.infsof.2006.07.001
http://dx.doi.org/10.1109/52.136166
http://dx.doi.org/10.1109/52.136166
http://dx.doi.org/10.1080/014492900118768
http://www.cultsock.ndirect.co.uk/MUHome/cshtml/semiomean/semio1.html
http://www.cultsock.ndirect.co.uk/MUHome/cshtml/semiomean/semio1.html

	A semiotic analysis of unified modeling language graphical notations
	Abstract
	Introduction
	Literature review
	Theoretical foundation: semiotics
	Two models
	Modes of signs
	Denotation versus connotation

	Research model
	Research method and procedure
	Classification of UML notations
	Eliciting denotations and connotations
	Research design and procedure

	Research results
	Discussions
	Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


