Question-01
Use Two-phase Simplex Method to solve the following Linear Programming Problem;

Minimize Z = x1 – 2x2 – 3x3
Subject to constraints;

  –2x1+x2+3x3 = 2

   2x1+3x2+4x3 =1

        x1,x2≥0

Solution:

Phase -1
    In this phase, express the objective function in terms of Artificial variables and minimized subject to the given constraints.

     Since the given constraints are of the form ‘=’, so only artificial variables would have to include in the constraints i-e

      Z = A1+A2 ---------(1)
–2x1+x2+3x3 + A1= 2 [image: image1.emf]Þ






 A1 = 2 +2x1–x2–3x3 
  2x1+3x2+4x3 + A2 =1[image: image2.emf]Þ
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A2 =1–2x1–3x2–4x3 

    Now to express the given objective function in terms of  non-basic variables, put ‘A1’ and ‘A2’ in (1)

Z = (2 +2x1–x2–3x3)+( 1–2x1–3x2–4x3 ) 

    = 3+0x1–4x–7x3
So the standard form is;

· Z + 4 x1 +7 x2 = 3

Subject to 
–2x1+x2+3x3 + A1= 2

  2x1+3x2+4x3 + A2 =1

   x1, x2, x3≥0

The corresponding Simplex table is; (Rx4 
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1) Since the problem is of Minimization, so taking the maximum coefficient of the decision variable. Here the coefficient of decision variable ‘x3’ is most positive i-e ‘7’
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‘ x3’ is entering variable and the column corresponding this ‘x3’ is key column.

2)Now divide all the entries of key column by respective solutions on RHS s.t 

least non-negative from Min{2/3,1/46} = 1/4, which correspond to ‘Rx5
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A2’
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 Rx5
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A2 is the leaving variable and the row containing ‘Rx5
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A2’as the basic is key row.
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3) so the intersection of key column and key row gives key element = 4
4) Divide the key row by ‘4’and using elementary row operations (Gauss Jorden’s rule) to make all the entries zero in key column then after this, the corresponding RHS(solution) gives the next improved solution.
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5)Since we have the aim to Minimize the given objective function and all the coefficient of objective function have negative sign, so no further iteration will be performed and further Min:Z = 1.25 >0, so this implies further iteration can not be performed nor the second phase can be started.
Question-02
Discuss whether the degeneracy of the following Linear Programming Problem occurs at initial or subsequent stage of its solution. Give the complete description along with its solution.
  Maximize Z= 3x+9y
     Subject to;

      x + 4y≤8

      x + 2y≤4

        x,y≥0

Solution:

    Since the given LLP has the constraints of the form ‘≤’, so introducing the slacks ‘x3’ and ‘x4’.
So, Z= 3x+9y+0 x3+0x4
      x + 4y + x3=8

      x + 2y + x4 = 4

       x,y, x3, x4≥0
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 Z –3x –9y+0 x3+0x4= 0
              x + 4y + x3=8

              x + 2y + x4 = 4

               x,y, x3, x4≥0

1) Since the problem is of Maximization, so taking the minimum coefficient of the decision variable. Here the coefficient of decision variable ‘y’ is most negative i-e ‘–9’
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 ‘y’ is entering variable and the column corresponding this ‘y’ is key column.

 2)Now divide all the entries of key column by respective solutions on RHS s.t 
least non-negative from Min{8/4,4/2} = 2, which correspond to both ‘x3’ and ‘x4’

. So there is Tie which can be broken arbitrarily. Taking ‘x3’ as leaving variable and and the row containing ‘x3’as the basic is key row.
3) intersection of key column and key row gives key element = 4

4) Divide the key row by ‘4’and using elementary row operations (Gauss Jorden’s rule) to make all the entries zero in key column then after this, the corresponding RHS(solution) gives the next improved solution.
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Here the right hand side indicate the presence of Degeneracy in the 1st iteration.
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So further iteration give the degenerate optimal solution Zmax=18 at (x1,x2) = (0,2)
Question-03
Discuss why the Duality Principle is of advantageous in case of solving the following Linear Programming Problem;

 Minimize Z = x + y + u + v + t + r
   Subject to 

  x+r≥7

x+y≥20

y+u≥14

u+v≥20

t+r≥10

with x,y,u,v,t,r≥0 
Note: Solution is not required
Solution:

   Since the given LPP has ‘5’ constraints and each constraint is of ‘≥’ type. So in its Standard form we would have to introduce ‘10’ further variables among those ‘5’ are negative slacks and ‘5’ will be artificial ones. So in total would have to deal with ‘16’ variables LPP. But if we take its corresponding Dual program:
      Maximize: Z*= 7x1+20x2+14x3+20x4+10x5
Subject to;

x1+x2≤1
x2+x3≤1

x3+x4≤1

      x5≤1

x1+x5≤1

 x1,x2,x3,x4,x5≥0
   Now constraints are of ‘≤’ type so we need only to include only the ‘5’ positive slacks. So in total have to deal with ‘10’ variable LLP. Hence dual problem is easier to solve.
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