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Question 1:   [ 08 marks ]

Compare and contrast between Episode Discovery (ED) and Context Knowledge Discovery (CKDD) that are discussed in the research article. 

Answer:
Episode Discovery (ED)
Episode Discovery (ED) is a data mining algorithm introduced which identifies episodes within an inhabitant event history. Episodes occur at regular interval in response to other significant episodes called triggers. Many of the episodes occur daily or weekly and need to be recognized for this regularity. Predict algorithm was identified as a prediction algorithm (meta-predictor). The predict algorithm use a back propagation neural network to learn confidence value for each prediction algorithm based on 
the gathered data and accuracy of the algorithm on this data along with meta-features. Possible meta-features could be the amount of training data, the number of devices, the number of inhabitants in the home, and the significance of the event as determined by ED. The final prediction could be generated, using a weighted voting scheme by each individual algorithm.
Context Knowledge Discovery (CKDD)

CKDD is the core function of learning and reasoning module which includes the steps pointed out below as reported on:
i).
Context data processing, which includes ontology, mining …. ;

ii.
User identification (using RFID badge, PDA …) and context recognition (using neural network, Bayesian network…);

iii)
Context mining, which mines association rules, classification rule … to provide input to learning step; and

iv)
Learning, by the rule algorithm.
Question 2:   [ 12 marks ]

In this paper four context mining techniques are discussed that are: Episode Discovery (ED), Mining user Models, Context Knowledge Discovery (CKDD) and Sequential Mobile Access Pattern-mine (SMAP-mine).In your point of view which technique is best for context mining? Provide reasons to support your answer.

Answer:

Context Mining

This section is highly associated with universal event prediction approach. Context mining enables to associate context history with current user context to increase the prediction of user action in general with high accuracy. This section discusses four mining approaches followed by different researchers.

1. Episode Discovery (ED)

2. Mining user Models

3. Context Knowledge Discovery

4. (CKDD) and Sequential Mobile Access Pattern-mine (SMAP-mine)

1. Episode Discovery (ED)

Episode Discovery (ED) is a data mining algorithm introduced in MavHome [17] which identifies episodes within an inhabitant event history. Episodes occur at regular interval in response to other significant episodes called triggers. Many of the episodes occur daily or weekly and need to be recognized for this regularity. Predict algorithm was identified as a prediction algorithm (meta-predictor) in MavHome. The predict algorithm use a back propagation neural network to learn confidence value for each prediction algorithm based on the gathered data and accuracy of the algorithm on this data along with meta-features. Possible meta-features could be the amount of training data, the number of devices, the number of inhabitants in the home, and the significance of the event as determined by ED. The final prediction could be generated, using a weighted voting scheme by each individual algorithm.

2. MINING USER MODELS
The mining approach introduced in [58] based on user habits persist when similar phenomenon are observed. Thus past behavior of user will provide useful knowledge for predicting current and future user desire and actions. The mining approach consists of four distinct phases.

· Case Selection: 

· Mining:

· Rule Selection:

· Adapt
3. CONTEXT KNOWLEDGE DISCOVERY

CKDD deals with context data in context aware systems. CKDD is the core function of learning and reasoning module in CAMUS [55], which includes the steps pointed out below as reported on [51]:

i. Context data processing, which includes ontology, mining …. ;

ii. User identification (using RFID badge, PDA …) and context recognition (using neural network, Bayesian network…);

iii. Context mining, this mines association rules, classification rule … to provide input to learning step; and

iv. Learning by the rule algorithm.

4. SMAP-mine

SMAP-mine is best technique for context mining because it form the basis of personalized and history aware recommendations. The discovered patterns will be retrieved by PA (Personalization Agent). The mobility log, log integrator and sequential mobile access pattern mining components address the mining mechanism.

The trend of anytime and anywhere services in pervasive computing environment is changed in the case of mobile services (m-service) for web environment as indicated in [59]. M-service provide personalized (preference-aware) and history aware computing in web environment; historical behavior of user is also another characteristics that enables prediction of appropriate services to the user desire. Additionally, m-service provide sequential mobile access pattern (SMAP). SMAP-mine is nothing but result of coining the concept of data mining with SMAP.

The system architecture for iMoWes (intelligent mobile web service) explained in [59]; provide the mobile user location dependent context-aware and personalized m-services by the interaction among distributed agent. IMoWes system divided in to four functional parts: : i) m-servic registration mechanism, ii) mining mechanism for discovering sequential mobile

access patterns, iii) personalization mechanism, and iv) context-aware m-service furnishing mechanism.
Mobility Log and Log Integrator

During runtime, the MPA (M-service Portal Agent) acquires the current location of the user from LAA (Location Acquisition Agent). Each service requests together with location information this repository in the format of (User-ID, Location, Service-ID, time).

Sequential Mobile Access Pattern Mining

It can discover patterns of sequential movement associated with requested services for mobile users in mobile web systems. SMAP-mine deals with location and service dimensions; which are a two-dimensional datasets. In order to providing personalized and history-aware recommendation, the discovered pattern will be stored in a database. The proposed SMAP-mine method in [17], show a construction of SMAP-Tree and detailed algorithm for SMAP-mine. The SMAP-Tree compact a large patterns into the memory. Two principal benefits of SMAP-Tree are: a) Only physical database scan to mine all of the large patterns, and b) Data handling can be efficient as the data are compacted. On the other hand, the algorithm of SMAP-mine is based on a well-known depth-first search (DFS) approach.

The algorithm recursively constructs the SMAP-Tree and mines the trees till termination condition is met.
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