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Question 1:   [ 13 marks ]

How FUZZY-FINGERPRINTING and LOCALITY-SENSITIVE HASHING are used in this paper to search the text? Which hashing techniques out of these two is best in your point of view? Justify your answer with reasons.

Answer:
Fuzzy-fingerprinting and locality sensitive hashing are used to similarity hashing approaches that are employed in order to demonstrate the applicability of this technology in terms of retrieval accuracy and, secondly, to analyze which of both approaches is better suited for the specified tasks and text-based information retrieval in general. Also their runtime performance was evaluated. As a baseline for comparison a linear search in the test collection was used, which is the best exact retrieval approach for the tasks in question. To measure the retrieval accuracy of the hash functions we set up hash indexes for each test collection using both fuzzy fingerprinting and locality-sensitive hashing. The values for precision and recall were determined for each document (e. g. by using it as a query) with respect to the similarity thresholds 0.1i; i = 0; : : : ; 10, averaging the results. The reference values for precision and recall were computed under the vector space model, employing the term weighting scheme along with the cosine similarity measure. Note that for the investigated retrieval tasks this document model is sufficiently competitive compared to a human assessment. 

It is based on the definition of a small number of k, k equivalence classes. A prefix class, for short, contains all terms starting with the same prefix. The computation of h'(d) happens in the following steps: (i) Computation of pf, a k-dimensional vector that quantities the distribution of the index terms in d with respect to the prefix classes. (ii) Normalization of pf using a corpus that provides a representative cross-section of the source language, and computation of _pf = (_1; : : : ; _k)T , the vector of deviations
to the expected distribution.
Figure 4 illustrates the construction process. Typically, three fuzzi_cation schemes (= linguistic variables) are used whereas each scheme differentiates between one and three deviation intervals. For a fuzzication scheme _ with r deviation intervals Equation 2 shows how a document's normalized deviation vector _pf is encoded:
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Locality sensitive hashing (LSH) is a generic framework for the randomized construction of hash functions. Based on a family H' of simple hash functions h, h : D ! U, a locality-sensitive hash function h' is a combination of k functions h 2 H' obtained by an independent and identically distributed random choice. When using summation as combination rule the construction of h'(d) is de_ned as follows:
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In this paper the British National Corpus is used as reference, which is a 100 million word collection of written and spoken language from a wide range of sources, designed to represent a wide cross-section of current British English [1].

Retrieval Properties of Hash Functions 

The most salient property of hash-based indexing is the simplification of a grained similarity quantification, operationalized as similarity function ', toward the binary concept .similar or not similar.: Two document representations are considered as similar if their hash keys are equal; otherwise they are considered as not similar. This implication, formalized at the outset as Property (1), is related to the statistical concept of precision. The reverse, namely that two hash keys are equal if the similarity of the respective doc- This section presents results from large-scale experiments for two retrieval tasks: (i) near-duplicate detection, and (ii) a similarity search where the case of complete document similarity is analyzed. The experiments were conducted on the basis of two purposefully chosen test collections each of which resembling a realistic retrieval situation for either retrieval task.4 Both similarity hashing approaches were employed in order to demonstrate the applicability of this technology in terms of retrieval accuracy and, secondly, to analyze which of both approaches is better suited for the specified tasks and text-based information retrieval in general. Also their runtime performance was evaluated. As a baseline for comparison a linear search in the test collection was used, which is the best exact retrieval approach for the tasks in question. To measure the retrieval accuracy of the hash functions we set up hash indexes for each test collection using both fuzzy-fingerprinting and locality-sensitive hashing. The values for precision and recall were determined for each document (e. g. by using it as a query) with respect to the similarity thresholds 0.1_i; i = 0; : : : ; 10, averaging the results. The reference values for precision and recall were computed under the vector space model, employing the term weighting scheme along with the cosine similarity measure. Note that for the investigated retrieval tasks this document model is sufficiently competitive compared to a human assessment. To render the retrieval results comparable the hash functions were parameterized in such a way that, on average, small and equally-sized document sets were returned for a query. As described in Section 3.3, this relates to adjusting the recall of the hash functions, which is done with the number of fuzzi schemes and random vector sets respectively: two or three different fuzzi schemes were employed for fuzzy-fingerprinting; between 10 and 20 different random vector sets were employed for locality sensitive hashing. The precision of fuzzy-fingerprinting is controlled by the number k of prefix classes and the number r of deviation intervals per fuzzi scheme. To improve the precision performance either of them or both can be raised. Typical values for k are between 26 and 50; typical values for r range from 1 to 3. The precision of locality-sensitive hashing is controlled by the number k of combined hash functions. For instance, when using the hash family proposed, k corresponds to the number of random vectors per hash function; typical values for k range from 20 to 100
Question 2:   [ 7 marks ]

In this paper three fundamental text retrieval tasks where hash-based indexing can be applied are discussed that are: (i) grouping, (ii) similarity search and (iii) classification. Which task(s) is more suitable for a text based search retrieval? Provide reasons to support your answer.

This methodology ensures an unbiased choice of keywords representing the topic. Within a second step, search engine queries were generated by randomly choosing up to 5 of the keywords. The highest ranked search results of each query were downloaded and their text content extracted. This collection is used to resemble the analysis of result sets with respect to a Web retrieval system. 

Either hashing approach is excellent at high similarity thresholds (> 0.8) compared to the recall performance of a linear search which achieves optimal recall for each individual threshold. However, high recall values at low similarity thresholds are achievable by chance only. A fact which can be explained with the high number of documents with low pair-wise similarity in the test collection. Fuzzy fingerprinting and locality-sensitive hashing behave similar, the former slightly better. The middle plot shows the precision performance. Obviously the precision of fuzzy fingerprinting is significantly higher than the precision of locality-sensitive hashing. I. e., a result set, D(q) , returned by fuzzy fingerprinting is more accurate than a result set returned by locality-sensitive hashing, which directly affects the runtime performance. The right plot shows the runtime performance for different sample sizes; both hashing approaches perform orders of magnitude faster than the standard linear search.

The results of our experiments provide a comprehensive view of the behavior of hash-based indexes for the retrieval tasks .Near duplicate detection. and .similarity search.. For the detection of near-duplicates the fuzzy-fingerprinting technology outperforms locality-sensitive hashing with respect to both precision and recall, which renders this technology as method of choice for this task. The difference in retrieval accuracy also explains the slight difference in runtime performance between the hashing approaches: lesser retrieval accuracy yields fewer hash collisions which means that, on average, smaller document groups have to be evaluated. In terms of recall fuzzy-fingerprinting and locality-sensitive hashing achieve the same quality for a similarity search; a slight
Hash-based indexing is a promising new technology for text based information retrieval; it provides an efficient and reliable means to tackle different retrieval tasks. We identified three major classes of tasks in which hash-based indexes are applicable, that is, grouping, similarity search, and classification. The paper introduced two quite different construction principles for hash-based indexes, originating from fuzzy-fingerprinting and locality-sensitive hashing respectively. An analysis of both hashing approaches was conducted to demonstrate their applicability for the near-duplicate detection task and the similarity search task and to compare them in terms of precision and recall. The results of our experiments reveal that fuzzy-fingerprinting outperforms locality-sensitive hashing in the task of near-duplicate detection regarding both precision and recall. Within the similarity search task fuzzy-fingerprinting achieves a clearly higher precision compared to locality-sensitive hashing, while only a slight advantage in terms of recall was observed
































































































